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Student enrolments: 11,602

Staff: 906

Presenter
Presentation Notes
We are a relatively small university but are growing rapidly. Our main campus is at Sippy Downs in the Sunshine Coast. But we also have other campuses on the Fraser Coast (Hervey Bay), Noosa and Gympie. We also teach USC courses at Southbank TAFE in Brisbane and are collaborating with ATMC (Australian Technical & Management College) to expand our offerings for international students (located in Melbourne and Sydney).

In the last open enrolment period USC has had 11,602 student enrolments and we currently have 906 staff members.




PEOPLESOFT

• PeopleSoft HCM 9.0 & Campus Solutions 9.0

• PeopleTools 8.54.07

• Windows Server 2012 R2

• Microsoft SQL Server 2014
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Presenter
Presentation Notes
USC is currently in the process of upgrading from HCM 9.0 to 9.2 on PeopleTools 8.55.11
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DATA HUB EARLIER 
PROTOTYPES

Learnings from earlier 
attempts
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PROTOTYPE #1

• Create provisioning views 
in both PeopleSoft HCM 
and CS

• To be queried every 2-5 
minutes by Identity 
Management solution
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PROTOTYPE #2

• Fire messages to the Data Hub 
via Integration Broker
• Impact analysis required

• Need to fire IB messages via PeopleCode
on save events

• Need to fire messages on SQR and COBOL 
person detail updates. Messages wouldn’t 
be real-time.

• Requires ongoing re-evaluation every 
time a new PI is released
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DATA HUB FINAL CONCEPT A technical overview
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DATA HUB FINAL CONCEPT

• Centralised database (running on MS SQL Server 2014) 
that hosts person identity data for subscribing systems.

• Identity data is sourced from both PeopleSoft and non-
PeopleSoft systems

• Data is updated in near real-time using SQL Server 
technologies.
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DATA HUB INTERACTION
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Presentation Notes
A key difference between other Data Hub implementations is that the Data Hub does not create any internal IDs.  The EMPLID from PeopleSoft is used by the Data Hub (mapped to a field called person_id).




DATA HUB REAL-TIME TECHNOLOGIES
• Leverages Microsoft SQL Server technologies

• Change Data Capture
• Provides the ability to track data changes (add, update, delete) in database tables
• PS_ACAD_PROG CDC table add example:

• Service Broker
• Provides a framework for the reliable transmission of messages between SQL Server databases
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Presentation Notes
The Data Hub solution has been written entirely using SQL Server technologies. The Data Hub Database is currently deployed on a SQL Server 2014 instance, and its corresponding connected databases are also running on SQL Server 2014 instances. The overall solution comprises triggers, stored procedures, and linked servers used in conjunction with two SQL Server Technologies, namely, Change Data Capture (CDC) and Service Broker (SB). CDC provides the ability to capture data changes in PeopleSoft database tables, whilst SB provides a framework for the reliable transmission of messages between SQL Server databases.  

The flow can be described as follows:
1. Student accepts an offer, creating a row in the PS_EMAIL_ADDRESSES table
2. The transaction is stored in SQL Server’s transaction log
3. CDC (Change Data Capture) has been set up to detect changes in the PS_EMAIL_ADDRESSES table, and therefore detects the new row addition in the transaction log
4. CDC records the new row addition in its corresponding CDC table (cdc.dbo_PS_EMAIL_ADDRESSES_CT)
5. A trigger has been set up on the CDC table to send an XML message containing the transaction (i.e. an update row transaction on the PS_EMAIL_ADDRESSES table) to the Data Hub, using Service Broker. The XML message is sent to a Service Broker initiator queue still residing on the SIS database.
6. Service Broker then sends the XML message to a target queue on the Data Hub database.
7. A Service Broker “internal activation” occurs, calling a stored procedure to inspect the message.
8. The stored procedure calls the relevant handler stored procedure to process the message.
9. The handler stored procedure inserts a row into the PS_EMAIL_ADDRESSES staging table and then inserts a transformed row into the PERSON_ACADEMIC_PROGRAMS table.
The advantage of placing a trigger on the CDC table over placing the trigger directly on the PS_EMAIL_ADDRESSES table is that the student’s experience will not be affected by the transaction. If the trigger were to be placed directly on the PS_EMAIL_ADDRESSES table, the student would have to wait for the trigger to transform the message into XML and then send the message to the Service Broker Initiator queue. While this may not necessarily take a long time for this particular use case, it should be noted that other processes (especially those that perform bulk updates of data) would be severely impacted if they had to wait for a trigger to transform each bulk update into an appropriate XML message for transmission to the Data Hub. 



PERSON INFORMATION

• USC’s Data Hub contains data for the following:
• all students (past and present)
• active staff
• active POIs (staff and student)



PERSON IDENTITY DATA
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RELATIONSHIP TYPES
Relationship Type Description
STUDENT The person is an active student (i.e. currently active or deferred in a 

program)
STUDENT_POI The person is a student POI

STAFF The person is an active staff member

STAFF_OFFEREE The person has been offered a staff position, but has not yet accepted 
the offer

STAFF_POI The person is a staff POI

STUDENT_ALUMNI The person is a student alumni (i.e. has obtained one or more degrees 
at the university)

STUDENT_APPLICANT The person is a student applicant (i.e. is currently applying to study in a 
program)

STUDENT_OFFEREE The person has been offered a place in a program, but has not yet 
accepted the offer

STUDENT_DISCONTINUED The person was a student that has discontinued an academic program 
and has no other active programs and has not completed any degrees

© University of the Sunshine Coast
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Presentation Notes
STUDENT_POI examples: A student from a partner institution, student studying the English language.
STAFF_POI examples: Contractors, Visiting Academics




DATA HUB SCHEMA

• 36 tables

• PERSON tables keyed 
by person_id
(EMPLID)

• No effective dating
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AUDIT HISTORY
Audit Column Name Audit Column Description

last_source_transaction_date The datetime that the last transaction was triggered 
by the source system

creation_date The date the row was created

created_by The system that created the row

last_update_date The date the row was last updated

last_updated_by The system that updated the row

deleted_date The date the row was soft deleted

deleted_by The system that deleted the row

last_sync_date The date the row was changed in any way (e.g. 
created, updated, or deleted)

last_sync_action The last action that occurred for the row (e.g. 
Create, Update, Delete, Undelete)
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Presenter
Presentation Notes
Every HUB live table has its own audit columns to track when a particular row was added, updated, or deleted.

An undelete also updates the last_update_date and last_updated_by fields.



SOFT DELETES

• Rows will never be immediately hard deleted (i.e. removed from 
the table).

• Instead, the deleted_date and deleted_by fields will be 
populated for a row when the row has been deleted.

• Rows will eventually be hard deleted after a period of time 
(currently set to 30 days).

Presenter
Presentation Notes
The Data Hub soft deletes data by way of marking a row’s deleted_date field with a datetime value representing the date and time that the row was soft deleted. These rows will eventually be removed from the Data Hub after 30 days. A SQL Server job currently initiates a stored procedure to perform the purge.



OTHER SYNCHRONISATION PROCESSES

• HCM to CS Sync (real-time and batch)

• CS to HCM Sync (real-time and batch)

• Data Hub Sync (batch run nightly)
• Handles future dated rows
• A fall-back mechanism that ensures data integrity whilst protecting against real-time 

sync threats such as network outages and database downtimes. 
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HCM TO CS SYNC OVERVIEW

• HCM is the source of truth for staff and department details

• Separate rules for each table to be synchronised. These 
rules have been approved by the CS and HCM teams.

HCM CS

PS_DEPT_TBL PS_DEPT_TBL

Synchronize

PS_PERSONAL_PHONE PS_PERSONAL_PHONE

Synchronize

Synchronize

PS_NAMES PS_NAMES

…
…

Synchronize
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Presentation Notes
Note: Different business owners are custodians of different data in HCM and CS systems.
E.g. HCM is the source of truth for all staff and department related details.




HCM TO CS SYNC TERMINOLOGY

• Conservative action – Only perform an action (e.g. add, 
update or delete) when the staff member has no other 
relationship (present or past) with the university (e.g. staff 
member up until now has never been a student, POI, or 
student applicant).

• Non-conservative action – Perform an action (e.g. add, 
update or delete) regardless of whether the staff currently 
has or has previously had a relationship with the university.



HCM TO CS SYNC RULES
Table Insert Rules Update Rules Delete Rules

PS_DEPT_TBL Insert new rows Update existing rows Delete missing rows

PS_NAMES Non-conservative insert Non-conservative update Conservative delete

CITIZENSHIP Non-conservative insert Conservative update Conservative delete

PS_PERSONAL_PHONE Non-conservative insert Non-conservative update Conservative delete

PS_EMAIL_ADDRESSES Non-conservative insert Non-conservative update Non-conservative delete

… … … …
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DATA HUB 
DEPLOYMENT AND MONITORING

An overview

ADU 9-11 NOVEMBER 2016



• Used to deploy the Data Hub T-SQL code to the HUB and its connected 
databases for all stages of the development lifecycle (DEV, UAT and 
PRD). 

• Dynamically replaces variables in source code depending on the 
development lifecycle.

• Uses Powershell to deploy/load the T-SQL into the HUB and its 
connected databases.

OCTOPUS DEPLOY
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Presentation Notes
The Data Hub deployment system uses Octopus Deploy for both adhoc and release deployments. The deployment code has primarily been written in Powershell and is run from within Octopus Deploy. The Octopus Deploy system has been setup to help deploy the Data Hub T-SQL code to all of the databases. The deployment process involves generating the source code to deploy to the HUB database and its connected databases and then deploying and compiling that generated source code for those databases. 




A deployment can be triggered in two ways:

• On an adhoc basis
• Primary way to re-deploy the Data Hub code.
• Developer or DBA logs into Octopus Deploy and triggers a 

deployment for a certain environment (DEV, UAT, PRD)

• After a database refresh
• HCM and CS refresh scripts issue a call to the Octopus 

Deploy REST API to directly trigger a Data Hub deployment 
after a database refresh. 

DEPLOYMENT TYPES

© University of the Sunshine Coast



OCTOPUS DEPLOY
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OCTOPUS DEPLOY
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Presentation Notes
The deployment consists of a number of steps. 



OCTOPUS DEPLOY VARIABLES
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Presentation Notes
Octopus Deploy provides the ability to define environment-specific variables. This example shows a few of those variables and how they differ in value depending on the scope.



OCTOPUS DEPLOY – RELEASE NOTES
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• A stored procedure that is run:

• Nightly

• During a deployment

• Verifies integrity of Data Hub and all connected systems by:

• Checking for any SQL errors reported by the Data Hub

• Checking for missing triggers on connected systems

• Sending test messages from each connected system

• Running unit tests (on development databases only)

HEALTH CHECK PROCESS
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Presenter
Presentation Notes
The Data Hub health check is a stored procedure that reports back on the connection between the Data Hub and it’s connected databases. This is a useful procedure when trying to diagnose Data Hub real-time messaging issues. 



HEALTH CHECK - EMAIL NOTIFICATIONS
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Presentation Notes
If the nightly health check process failed, an email will be sent to all interested parties for the environment.

One or more csv files are usually attached to the email to help debugging the issue further.



CHALLENGES AND NEXT STEPS Where to from here?
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CHALLENGES
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• Service Broker learning curve
• Examples provided by Microsoft are very simplistic and impractical
• Heavy reliance on SQL for Service Broker administration
• Lacking UI utilities for debugging

• Slow service broker queues during open enrolment periods



NEXT STEPS
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• Enterprise Service Bus Integration
• Publishing notifications from the Data Hub to the cloud
• Web service support
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DOWNLOAD FROM THE CONFERENCE SITE
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THANK YOU!
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